Key Findings:

- Facebook ranked fourth in the Index, disclosing less about policies affecting freedom of expression and privacy than several of its U.S. peers.
- The company provided users with limited options to control what information the company collects, retains, and uses, including for targeted advertising, which appears to be on by default.
- Facebook disclosed slightly more information about its processes for identifying and removing content that violates its rules. It provided some data on content restricted for violating rules on hate speech and inauthentic accounts, but still lacked transparency on how it enforces its rules.

Key Recommendations:

- **Commit to user privacy.** The company should show a stronger commitment to protect privacy by not sharing users’ information for targeted advertising unless they opt in. Otherwise, the company should clearly disclose that targeted advertising is on by default, and improve mechanisms for user control over their information.

- **Clarify role in policing online content.** Facebook should be more transparent about how it enforces its terms of service by disclosing how it identifies content or activities that violates the rules, and publish data about the type and volume of content it removes for breaching its terms of service.

- **Be more transparent about external requests.** The company should be more transparent about how it responds to government and private requests to hand over user information or remove content.

Analysis

Facebook ranked fourth out of 12 internet and mobile ecosystem companies evaluated, below Google, Microsoft, and Oath, but above Twitter and Apple. As a member of the Global Network Initiative (GNI), Facebook publicly committed to respect human rights, but disclosed less about its policies and practices affecting freedom of expression and privacy than many of its peers. It improved its disclosure of its terms of service enforcement, security measures for WhatsApp and Instagram, and how it handles government requests for user information. U.S. law prohibits companies from disclosing the exact number of government requests for stored and real-time user information they receive, which prevented Facebook from being fully transparent in that area. However, Facebook disclosed less than many of its peers about its handling of user information and options users have to control the data it collects and shares, including for purposes of targeted advertising. Facebook disclosed options for users to opt out of targeted advertising, suggesting that targeted advertising is on by default.
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1 The research period for the 2018 Index ran from January 13, 2017 to January 12, 2018. Policies that came into effect after January 12, 2018 were not evaluated in this Index. For Facebook’s performance in the 2017 Index, see: https://rankingdigitalrights.org/index2017/companies/facebook.


Governance  80%

Facebook received the second-highest governance score of the 12 internet and mobile ecosystem companies evaluated, behind Microsoft and Oath. Facebook provided evidence that senior leadership exercises oversight over issues related to freedom of expression and privacy (G2) and that there are mechanisms in place formalizing these commitments throughout the company (G3). It disclosed that it conducts regular human rights impact assessments, though it failed to disclose whether it assesses the risks to freedom of expression and privacy associated with how it enforces its terms of service (G4).

Freedom of Expression  49%

Facebook ranked fifth out of 12 internet and mobile ecosystem companies in the Freedom of Expression category, below most other U.S. companies, but above Oath and Apple.

Content and account restrictions: Facebook improved its disclosure of the processes it uses to identify content or accounts violating its rules (F3) and was one of only four companies to disclose any data about the actions it took to enforce its terms of service (F4). However, Facebook's disclosure still fell short of Index benchmarks for these indicators. Additionally, Facebook did not clearly disclose whether it notifies users when content has been restricted or removed and why (F8).

Content and account restriction requests: Facebook scored in the top half of internet and mobile ecosystem companies on these indicators, though it disclosed less than Google, Oath, and Twitter (F5-F7). Facebook improved its disclosure of its process for responding to removal requests via court orders (F5), and its transparency reporting on private requests for content removal (F5, F7). It disclosed actions it took to restrict content in response to government requests but did not disclose the number of requests it received, making it difficult to determine its compliance rate for responding to such requests.

Identity policy: WhatsApp and Instagram disclosed that users can register for an account without verifying their identity with a government-issued ID; however, Facebook's social network and Messenger app disclosed they may require users to do so (F11).4

Privacy  49%

Facebook received the seventh-highest score out of 12 internet and mobile ecosystem companies in the Privacy category, behind all other U.S. internet and mobile ecosystem companies and South Korean internet company Kakao.

Handling of user information: Facebook fell short of explaining how it handles user information, placing behind Twitter, Google, Microsoft, Oath, Apple, and Kakao on these indicators (P3-P8). While the company offered some disclosure of what types of user information it collects (P3), it revealed less about what it shares and with whom (P4), for what purpose (P5), and for how long it retains user information (P6). Its disclosure of options users have to control what information the company collects, retains, and uses was worse than any other company in the Index (P7). The company offered some ways to opt out of targeted advertising, suggesting it is on by default. Facebook also did not clearly disclose if it tracks users across the internet using cookies or widgets, or whether it respects user-generated signals to opt out of data collection (P9).

Requests for user information: Facebook disclosed less than Microsoft and Google about its process for handling government and private requests for user information (P10). However, it received the highest score of internet and mobile ecosystem companies, along with Twitter, for its disclosure of data about its compliance with these types of requests (P11). Like most U.S. companies, Facebook disclosed that it notifies users of government requests for their information, and disclosed the circumstances in which it may not notify users, but did not offer similar disclosure of private requests (P12).

Security: Facebook disclosed less than many of its peers, including Google, Apple, and Oath, but more than Twitter, about its security policies (P13-P18). It revealed little about its processes for keeping its products and services secure (P13). Facebook received higher than average marks for disclosure of its encryption policies (P16). The company clearly stated that for WhatsApp, end-to-end encryption is enabled by default, and that Messenger users can enable end-to-end encrypted "secret conversations," although these are not on by default. Facebook improved its disclosure of account security practices by rolling out two-factor authentication for Instagram and WhatsApp (P17).